Chapter Seven

7.1

7.2

7.3

7.4

The probability distribution of the population data is called the population distribution. Tables
7.1 and 7.2 on page 291 of the text provide an example of such a distribution. The probability
distribution of a sample statistic is called its sampling distribution. Tables 7.3 to 7.5 on page 293
of the text provide an example of the sampling distribution of the sample mean.

Sampling error is the difference between the value of the sample statistic and the value of the
corresponding population parameter, assuming that the sample is random and no nonsampling
error has been made. Example 7-1 on page 295 of the text exhibits sampling error. Sampling errors
occur only in sample surveys.

Nonsampling errors are errors that may occur during collection, recording, and tabulation of data.
The second part of Example 7-1 on pages 295 and 296 of the text exhibits nonsampling error.
Nonsampling errors occur both in sample surveys and censuses.

a. p=(15+13+8+17+9+12)/6 = 74/6 = 12.33

b. z=(134+8+9+12)/4 =42/4 =10.50
Sampling error = — = 10.50 — 12.33 = —1.83

c. Liza’s incorrect Z = (13 4+ 8+ 6+ 12)/4 =39/4 = 9.75
Z—pn=975-1233=-2.58
Sampling error(from part b) = —1.83
Nonsampling error = —2.58 — (—1.83) = —.75

d. Sample T T—u
15, 13, 8, 17 13.25 92
15,13, 8, 9 11.25 ~1.08
15,13, 17, 9 13.50 1.17
15,8, 17,9 12.25 —.08
13, 8, 17, 9 11.75 _.58
15,13, 8, 12 12.00 .33
15,13, 17,12 14.25 1.92
15, 8, 17, 12 13.00 67
13, 8, 17, 12 12.50 17
15, 13, 9, 12 12.25 —.08
15, 8,9, 12 11.00 —1.33
13, 8,9, 12 10.50 ~1.83
15, 17, 9, 12 13.25 92
13,17, 9, 12 12.75 42

8,17, 9, 12 11.50 — 83
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a. = (20+25+13+19+9+15+ 11+ 7+ 17+ 30)/10 = 166/10 = 16.60

b, Z=(20+25+13+9+15+ 11+ 7+ 17+ 30)/9 = 147/9 = 16.33
Sampling error =z — p = 16.33 — 16.60 = —.27
c. Rich’s incorrect Z = (20+25+ 13+ 9+ 15+ 114+ 17417+ 30)/9 = 157/9 = 17.44
Tr—p=17.44 —16.60 = .84
Sampling error (from part b) = —.27
Nonsampling error= .84 — (—.27) = 1.11

d. Sample z T—
25,13, 19,9, 15, 11, 7, 17, 30 16.22 —.38
20, 13, 19, 9, 15, 11, 7, 17, 30 15.67 — 93
20, 25, 19, 9, 15, 11, 7, 17, 30 17.00 40
20, 25, 13, 9, 15, 11, 7, 17, 30 16.33 _ 97
20, 25, 13, 19, 15, 11, 7, 17, 30 17.44 84
20, 25, 13, 19, 9, 11, 7, 17, 30 16.78 18
20, 25, 13, 19, 9, 15, 7, 17, 30 17.22 62
20, 25, 13, 19, 9, 15, 11, 17, 30 17.67 1.07
20, 25, 13, 19, 9, 15, 11, 7, 30 16.56 — 04
20, 25, 13, 19, 9, 15, 11, 7, 17 15.11 1.49

x P(x) xP(x) 2?P(x)
70 .20 14.00 980.00
78 .20 15.60 1216.80
80 .40 32.00 2560.00
95 .20 19.00 1805.00

S xP(r) =80.60 > 2?P(x) = 6561.80

w=>y zP(x)=80.60
o=+/> 22P(z) — p2 = /6561.80 — (80.60)% = 8.09

a. x P(x)
55 1/6 = .167
53 1/6 = .167
28 1/6 = .167
25 1/6 = .167
21 1/6 = .167
15 1/6 = .167
b. Sample T
55, 53, 28, 25, 21 36.4
55, b3, 28, 25, 15 35.2
55, 53, 28, 21, 15 34.4
55, 53, 25, 21, 15 33.8
55, 28, 25, 21, 15 28.8

53, 28, 25, 21, 15 28.4
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7.8

7.9

z P(x)

36.4 1/6 = .167
35.2 1/6 = .167
34.4 1/6 = .167
33.8 1/6 = .167
28.8 1/6 = .167
28.4 1/6 = .167

The mean for the population data is:

284+25+21+1 1
M:55+53+ 8—(;— 5+ 21+ 5:%:32.83

Suppose the random sample of five family members includes the observations: 55, 28, 25, 21,
and 15. The mean for this sample is:
55+ 28 +25+21+15 144

= 222 28,80
v 5 5

Then the sampling error is: T — u = 28.80 — 32.83 = —4.03

x P(x)

14 1/5=.20
8 1/5=.20
7 2/5= .40

20  1/5=.20

Sample x

14,8,7, 7 9.00
14,8,7,20  12.25
14,8,7,20  12.25
14,7,7,20  12.00
8, 7,7, 20 10.50

z P(z)

9.00  1/5=.20
1225  2/5= .40
1200  1/5=.20
1050  1/5=.20

The mean for the population data is:

14 2
= +8+;+7+ 0:%:11.20

Suppose the random sample of four faculty members includes the observations: 14, 8, 7, and
20. The mean for the sample is:

_ 14+8Z7+20:%:12'25

Then the sampling error is: T — p = 12.25 — 11.20 = 1.05

Mean of T = pz = p



194

Chapter Seven

7.10

7.11

7.12

7.13

7.14

7.15

7.16

7.17

7.18

b. Standard deviation of T = o; = o/+/n where ¢ = population standard deviation and n =
sample size.

A sample statistic used to estimate a population parameter is called an estimator. An estimator is
unbiased when its mean is equal to the corresponding population parameter. The sample mean T
is an unbiased estimator of u, because the mean of = is equal to pu.

An estimator is consistent when its standard deviation decreases as the sample size is increased.
The sample mean T is a consistent estimator of y because its standard deviation decreases as the
sample size increases. This is obvious from the formula oz = o/y/n.

Since oz = o/+/n, increasing n decreases oz. Hence, as n increases o; decreases.

@ =60 and o =10
a. pz =p=60and oz = o/y/n =10/y/18 = 2.357
b. pz=p=060and oz = o/\/n =10/v/90 = 1.054

1 =90 and o = 18
a. pp=p=90and o; = o/y/n = 18y/10 = 5.692
b. g, =p=290and oz = o/\/n = 18y/35 = 3.043

a. n/N = 300/5000 = .06 > .05

g O JN—n _ 25 [5000-300 .
foynVN—-1 300V 5000-1

b. n/N =100/5000 = .02 < .05, 0z = 0/y/n = 25/1/100 = 2.500

A5ATCZAR R CSER Part a. o3 = 1.3995 (rounded)
A-3880.-C3888—-1 22 Patb 0, =25

1.39935443537
23001880 5 5

a. n/N =2,500/100,000 = .025 < .05, 0z = 0/+/n = 40//2500 = .800
b. n/N = 7,000/100,000 = .07 > .05
s _ o [N-n_ 40 100,000 — 7,000
toymV N—-1 7000V 100,000—-1
w =125 and o = 36
a. oz =0/y/n=236,s0n=(c/0;)*=(36/3.6)> =100
b. n=(0/oz)? = (36/2.25)% = 256

461

uw=46 and o = 10
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7.19

7.20

7.21

7.22

7.23

7.24

a. oz =0/y/n=20,s0n=(c/o;)*=(10/2.0)> =25
b. n=(0/0oz)? = (10/1.6)* = 39 approximately

202
= B - R

268,25
31, e4BE25

p=9$3.12,

o =$.75, and n = 400

Part a. n =25
Part b. n =39

3.
pz = p=$3.12 and o5 = a'/\/ﬁ: .75/\/m: $.038

@ = 41.8 hours, o = 4 hours, and n = 36
pz = p = 41.8 hours and o7 = o/y/n = 4/v/36 = .667 hours

p = $51,400, o = $7400, and N = 1050
n =16, and n/N = 16/1050 = .015 < .05
pz = = $51,400 and o; = o/\/n = 7400//16 = $1850

W= 62.2 years, o = 4 years, and n = 700
pz = = 62.2 years and oz = 0/y/n = 4/v/700 = .151 years

Bl
B2
g0 CFEE
. 15311357332
o = $3600 and o; = $180

wz = 62.2 years
oz = .1512 years

oz =0/\/n,son = (c/oz)? = (3600/180)? = 400

o = $139.50 million and oz = $15.50 million
oz =0 /\/n,son=(c/oz)* = (139.50/15.50)? = 81
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7.25

7.26

7.27

7.28

7.29

7.30

7.31

7.32

7.33

a. T P(z) TP(7) 2P(7)
76.00 .20 15.200 1155.200
76.67 10 7.667 587.829
79.33 .10 7.933 629.325
81.00 .10 8.100 656.100
81.67 20 16.334 1333.998
84.33 20 16.866 1422.310
85.00 .10 8.500 722.500

Y zP(z) =80.600 > z°P(x) = 6507.262

uz =y TP(Z) = 80.60 = same value found in Exercise 7.6 for u
b, 0r = /S 22P(x) — (j12)° = \/6507.262 — (80.60)2 = 3.302

c. o/y/n=8.09/y3=4.67is not equal to oz = 3.30 in this case because n/N = 3/5 = .60, which
is greater than .05.

o [N—n 809 [5—3
Ty e S L ey e R 1))
=MV N—1” BV5-1

The population from which the sample is drawn must be normally distributed.

The central limit theorem states that for a large sample, the sampling distribution of the sample
mean is approximately normal, irrespective of the shape of the population distribution. Further-
more, pz; = p and oz = o/+/n, where p and o are the population mean and standard deviation,
respectively. A sample size of 30 or more is considered large enough to apply the central limit
theorem to Z.

The central limit theorem will apply in cases a and c since n > 30. It will not apply in case b
because n < 30.

a. Slightly skewed to the right

b. Approximately normal because n > 30 and central limit theorem applies

c. Close to normal with perhaps a slight skew to the right

In both cases the sampling distribution of £ would be normal because the population distribution
is normal.

In both cases the sampling distribution of £ would be normal because the population distribution
is normal.

@ = 120 minutes, 0 = 12 minutes, and n = 16
pz = p = 120 minutes and oz = o/v/n = 12/4/16 = 3.00 minutes

The sampling distribution of Z is normal because the population is normally distributed.

@ = 71 miles per hour, o = 3.2 miles per hour, and n = 20
pz = p = 71 miles per hour and oz = o/+/n = 3.2/4/20 = .716 miles per hour

The sampling distribution of Z is normal because the population is normally distributed.
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7.34

7.35

7.36

7.37

7.38

7.39

w=9%45 06 = $8, and n = 25
pz = g = $45 and o; = o//n = 8/v/25 = $1.60

The sampling distribution of Z is approximately normal because the population is approximately
normally distributed.

=302, 0 = .29, N = 5540, and n = 48

pz = p = 3.02

Since n/N = 48/5540 = .009, which is less than .05,
0z =0 /y/n = .29//48 = .042

The sampling distribution of Z is approximately normal because the population is approximately
normally distributed.

u = 133 pounds, ¢ = 24 pounds, and n = 45
pz = 4= 133 pounds and oz = /v/n = 24/v/45 = 3.578 pounds

The sampling distribution of Z is approximately normal because the sample size is large (n > 30).

133 uz = 133 pounds
133 oz = 3.5777 pounds
2400450

S.oFvraavod Sampling distribution of Z is approx. normal.

p=975, 0 =$27, and n = 90
pe = p = $75 and oz = o//n = 27//90 = $2.846

The sampling distribution of Z is approximately normal because the sample size is large (n > 30).

i = $410, 0 = $150, and n = 60
pz = pt = $410 and oz = o/y/n = 150/+/60 = $19.365

The sampling distribution of Z is approximately normal because the sample size is large (n > 30).

410
19.36 (rounded)

416 Ha
418  o:

158~ el
19. 36491673 Sampling distribution of Z is approx. normal.

$
$

1 = $33,702, o = $3900, and n = 700
pz = p = $33,702 and o; = o/y/n = 3900/+/700 = $147.406

The sampling distribution of Z is approximately normal because the sample size is large (n > 30).
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7.40  P(u— 2500, <% < p+2.500;) = P(—2.50 < z < 2.50) = .4938 + .4938 = .9876 or 98.76%
7.41  P(u— 15005 <% < p+ 1.5005) = P(—1.50 < z < 1.50) = .4332 + .4332 = .8664 or 86.64%

7.42 =124, 0 =18, and n = 36
oz =0 /y/n=18/v36 = 3.00
a. z= (% —p)/o, = (128.60 — 124)/3.00 = 1.53
b. z=(Z—p)/oz = (119.30 — 124)/3.00 = —1.57

clZ2e.6a-1242-0158 Part a. z = 1.533
ALCARDD Part b. z = —1.567
1.933333333
119, EEI 1243018
ATCRED D
. -1.56EEEEEET
c. z=(%—p)/oz = (116.88 —124)/3.00 = —2.37
d. z= (% —p)/os = (132.05 — 124)/3.00 = 2.68
rtlig.88-1242-0C158 Part c. 2z = —2.373
fJ"iEE-H Part d. z = 2.683
R A A LA LA
r132.85-1242-C18
ATTIET D
. 2. 683333333

7.43 p=066,0=7,and n =49
(7.7::(7/\/_:7/\/—9:1

a. z=(Z—p)/oz = (68.44 — 66)/1.00 = 2.44
b. z=(&—p)/os = (58.75 — 66)/1.00 = —7.25
c. z=(%—p)/os=(62.35—66)/1.00 = —3.65
d. z=(z—p)/os = (71.82 — 66)/1.00 = 5.82

744 =75 0=14,and n =20
pz =g =T75and o = 0/\/n = 14/1/20 = 3.13049517
a. For Z = 68.5: z = (68.5 — 75)/3.13049517 = —2.08
For & = 77.3: z = (77.3 — 75)/3.13049517 = .73

P(685 <z <T773)=P(—208<2<.73)=P(-2.08<2<0)+P0<z2<.73)
= 4812 + .2673 = .7485
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7.45

7.46

7.47

b.

u:

normalodf (68,5, 7|  Prob. = 7498
Faedaro, 14 T2

rdFE18e514

For T =724 : z = (72.4 — 75)/3.13049517 = — .83
P(z<T724)=P(z<—.83)=.5—P(—83<2<0)=.5— 2967 = .2033

armalodf -18~99]  Prob. =.2031
T::'E. 4,75, 14-T(2A

- 2B311658454

|

o™

48, 0 =8, and n = 16

,u"?‘:,LL:4SaIldJ;:0/\/ﬁ:8/\/E:2.O

a.

u:

For 7 = 49.6: z = (49.6 — 48)/2.0 = .80
For 7 = 52.2: z = (52.2 — 48)/2.0 = 2.10
P(49.6 < Z < 52.2) = P(.80 < z < 2.10) = .4821 — .2881 = .1940

For & = 45.7: z = (45.7 — 48)/2.0 = —2.3/2.0 = —1.15
P(z >45.7) = P(z > —1.15) = P(=1.15 < 2 < 0) + .5 = .3749 + .5 = .8749

60, 0 = 10, and n = 40

pz = pt =60 and oz = o/y/n = 10//40 = 1.58113883

a.

For & = 62.20: 2 = (62.20 — 60)/1.58113883 = 2.2/1.58113883 = 1.39
P(Z < 62.20) = P(z < 1.39) = .5+ P(0 < z < 1.39) = .5 + .4177 = .9177

For Z = 61.4: z = (61.4 — 60)/1.58113883 = 1.4/1.58113883 = .89

for 7 = 64.2: z = (64.2 — 60)/1.58113883 = 4.2/1.58113883 = 2.66

P(61.4 < Z <64.2) = P(.89 < 2 < 2.66) = P(0 < z < 2.66) — P(0 < z < .89)
= .4961 — .3133 = .1828

©w=290, 0 =18, and n = 64
pz = =90 and 0z = o/y/n =18//64 = 2.25

a.

For & = 82.3: z = (82.3 —90)/2.25 = —3.42
P(z <823)=P(z < —-342)=.5—P(-342<2<0)=.5—.5=.0000 approximately

For z = 86.7: z = (86.7 — 90)/2.25 = —1.47
P(z > 86.7) = P(z > —1.47) = P(~1.47 < 2 < 0) + .5 = .4292 + .5 = .9202
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7.48 = T1 miles per hour, 0 = 3.2 miles per hour, and n = 16
oz = o/y/n=3.2/4/16 = .80 miles per hour

a. Forz=069: z=(69—-"71)/.80 =—2.50
P(z < 69) = P(z < —2.50) = .5 — P(—2.50 < z < 0) = .5 — .4938 = .0062

K
;

ormalcdfc -1@~99 Prob. = .0062
Bl 3. 200160

- BEEZATFE IS

b. Forz =72 z=(72—71)/.80 = 1.25
P(z>72)=P(z>125)=.5-P(0<z<125) =.5—.3944 = .1056

mormalcdf (72, 1@™~]  Prob. =.1056
A9, V1. 3. 2701602

. 1B5e43539

c. Forz=70:2=(70-71)/.80=—-1.25
for 7 =72: z = (72 — 71)/.80 = 1.25
P(T0<7<72) =P(-1.25< 2 < 1.25) = P(~1.25 < 2 < 0) + P(0 < 2 < 1.25)
= .3944 + .3944 = .7888

ormalcdf(7E, 72, | FProb. =.7887
1.3.2-TC1622

b
[
. - FEErEREZE]

749 1 =3.02,0=.29,and n =20
oz = 0 /\/n = .29/1/20 = 06484597
a. For Z =3.10: z = (3.10 — 3.02)/.06484597 = 1.23
P(z >3.10)=P(2>123)=.5—- P(0< 2 <1.23) =.5—.3907 = .1093
b. For z = 2.90: z = (2.90 — 3.02)/.06484597 = —1.85
P(z <2.90) = P(2 < —1.85) = .5 - P(—1.85< 2 < 0) = .5 — .4678 = .0322

c. For & =295 z=(2.95— 3.02)/.06484597 = —1.08
For z = 3.11: z = (3.11 — 3.02)/.06484597 = 1.39
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P(2.95 <2 <3.11) = P(~1.08 < 2 < 1.39) = P(—1.08 < 2 < 0) + P(0 < z < 1.39)
= 3599 + 4177 = 7776

7.50 p = 120 minutes, o = 12 minutes, and n = 16
oz =0 /y/n=12/y/16 = 3.00
a. For z =122: z = (122 —120)/3.00 = .67
For z = 125: z = (125 — 120)/3.00 = 1.67

P(122 < Z < 125) = P(.67 < 2 < 1.67) = P(0 < z < 1.67) — P(0 < z < .67)
= 4525 — 2486 = .2039

b. P(Z within 4 minutes of u) = P(116 < 7 < 124)
For # = 116: z = (116 — 120)/3.00 = —1.33
For 7 = 124: z = (124 — 120)/3.00 = 1.33
P(116 <z <124) = P(—1.33 <2< 1.33) = P(—1.33 < 2 < 0) + P(0 < z < 1.33)
= .4082 + .4082 = .8164

c. P(z lower than p by 3 minutes or more) = P(z < 117)
For z = 117: z = (117 — 120)/3.00 = —1.00
P(z <117) = P(2 < -1.00) = .5 — P(—1.00 < z < 0) = .5 — .3413 = .1587

7.51 =418 hours, ¢ = 4 hours, and n = 25
oz =0/y/n=4/v25= .80
a. For 2 =42: z = (42— 41.8)/.80 = .25
For z = 44: z = (44 — 41.8)/.80 = 2.75
P42 <z <44) = P(.25 <2< 2.75) = P(0 < 2 <2.75) — P(0 < 2 < .25)
= .4970 — .0987 = .3983

b. P(Z within 1.5 hours of y) = P(40.3 <z < 43.3)
For 7 = 40.3: z = (40.3 — 41.8)/.80 = —1.88
For 7 = 43.3: z = (43.3 — 41.8)/.80 = 1.88
P(40.3 <7 <43.3) = P(—1.88< 2 < 1.88) = P(—1.88 < 2 < 0) + P(0 < z < 1.88)
= 4699 + .4699 = .9398

c. P(z lower than p by one hour or more) = P(Z < 40.8)
For 7 = 40.8: z = (40.8 — 41.8)/.80 = —1.25
P(z <40.8) = P(z < —1.25) = .5 — P(—1.25 < 2 < 0) = .5 — .3944 = .1056

7.52 =84 hours, 0 = 2.7 hours, and n = 45
oz = o/\/n = 2.7/y/45 = .40249224 hours

a. For =8 z=(8—8.4)/.40249224 = —.99
For & = 9: z = (9 — 8.4)/.40249224 = 1.49
PB<z<9)=P(—99<2<149)=P(—99 < z<0)+ P((0 < z<1.49)
= .3389 + .4319 = .7708

b. For z=8: z= (8 — 8.4)/.40249224 = —.99
Pz <8 =P(z<—-.99)=.5-P(—99< 2<0)=.5—.3380 = .1611
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7.53 =27 years, 0 = 4.4 years, and n = 36
oz = 0/y/n=4.4/v36 = 73333333 years
a. For Z =25.5: z = (25.5 —27)/.73333333 = —2.05
For z = 28: z = (28 — 27)/.73333333 = 1.36

P(25.56 <7 <28) = P(—2.05 < 2<1.36) = P(—2.05 < 2 < 0) + P(0 < z < 1.36)
= 4798 + .4131 = .8929

b. For Z = 25.5: z = (25.5 — 27)/.73333333 = —2.05
P(Z < 25.5) = P(z < —2.05) = .5 — P(—=2.05 < 2 < 0) = .5 — .4798 = .0202

7.54  p=$33,702, ¢ = $3900, and n = 200
o5 = o /\/n = 3900/1/200 = $275.77164466

a. For Z = 34,000: z = (34,000 — 33,702)/275.77164466 = 1.08
For & = 34,500: z = (34,500 — 33,702) /275.77164466 = 2.89
P(34,000 < Z < 34,500) = P(1.08 < z < 2.89) = P(0 < z < 2.89) — P(0 < z < 1.08)
= 4981 — 3509 = .1382

b. P(z within $400 of ;1) = P(33,302 < z < 34,102)
For = 33,302 z = (33,302 — 33,702)/275.77164466 = —1.45
For Z = 34,102 z = (34,102 — 33,702)/275.77164466 = 1.45
P(33,302 < Z < 34,102) = P(—1.45 < 2 < 1.45) = P(—1.45 < 2 < 0) + P(0 < z < 1.45)
= 4265 + .4265 = .8530

c. P(z below p by $500 or more) = P(z < 33,202)
For z = 33,202: z = (33,202 — 33,702)/275.77164466 = —1.81
P(z < 33,202) = P(z < —1.81) = .5 — P(—1.81 < z < 0) = .5 — .4649 = .0351

7.55 =865 0=925 and n="75
oz = 25/3/75 = 2.88675135

a. For z =58: z = (58 — 65)/2.88675135 = —2.42
For Z = 63: z = (63 — 65)/2.88675135 = —.69
P(58 <7 < 63) = P(—2.42 < 2 < —.69) = P(—2.42 < 2 < 0) — P(—.69 < z < 0)
= 4922 — 2549 = 2373

b. Plu—6<z<p+6)=P0BI<z<T71)
For 7 = 59: z = (59 — 65)/2.88675135 = —2.08
For 7 = 71: z = (71 — 65)/2.88675135 = 2.08
P(59 <z <T71)=P(-2.08 <z <2.08) = .4812 + .4812 = .9624

o
o)

(> p+5) =Pz >170)
For & = 70: z = (70 — 65)/2.88675135 = 1.73
Pz >70)=P(z>1.73) = .5 — P(0 < z < 1.73) = .5 — .4582 = .0418

7.56 = $12,450, o = $4300, and n = 50
oz = 4300/+/50 = $608.11183182
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a. For # = $11,500: z = (11,500 — 12,450)/608.11183182 = —1.56
P(z > 11,500) = P(z > —1.56) = P(—1.56 < z < 0) + .5 = .4406 + .5 = .9406

AE , Prob. = .9468

b. For & = 12,000 : z = (12,000 — 12,450)/608.11183182 = —.74
For & = 13,800: z = (13,800 — 12,450)/608.11183182 = 2.22
P(12,000 < z < 13,800) = P(—.74 < 2 < 2.22) = P(—.74 < 2 < 0) 4+ P(0 < z < 2.22)
= .2704 + 4868 = .7632

Prob. = .7670

c. P(u—1500 < Z < pu+ 1500) = P(10,950 < z < 13,950)
For = 10,950: z = (10,950 — 12,450)/608.11183182 = —2.47
For = 13,950: z = (13,950 — 12,450)/608.11183182 = 2.47
P(10,950 < 7 < 13,950) = P(—2.47 < z < 2.47) = .4932 + .4932 = .9864

normalcdf {1 2456—]  Prob. = 9892
15684, 124580+1564,
%245@: 4160 (5@

B2 V2EET

d. P(z > p+1000) = P(z > 13,450)
For & = 13,450: 2 = (13,450 — 12,450)/608.11183182 = 1.64
P(z > 13,450) = P(z > 1.64) = .5 — P(0 < z < 1.64) = .5 — .4495 = .0505
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normalcdf {12458+ Prob. =.0446
1866, 18~99, 12454
2416l CSED D

H4d53851@7

7.57 p =68 inches, 0 = 4 inches, and n = 100
oz = 0/y/n=4/v/100 = 4 inches
a. Forz =678 2= (678—-68)/.4=—.50
P(z < 67.8) = P(z < —.50) = .5 — P(—.50 < 2 < 0) = .5 — .1915 = .3085
b. For z = 67.5: 2 = (67.5 — 68)/.4 = —1.25
For z = 68.7: z = (68.7—68)/.4 = 1.75
P(67.5 <% <687) = P(—1.25< 2 < 1.75) = P(~1.25 < 2 < 0) + P(0 < 2z < 1.75)
= .3944 + 4599 = .8543
c. P(z within .6 inches of p) = P(67.4 < T < 68.6)
For & = 67.4: z = (67.4 — 68)/.4 = —1.50
For z = 68.6: z = (68.6 — 68)/.4 = 1.50
P(67.4 < 7 < 68.6) = P(~1.50 < z < 1.50) = .4332 + .4332 = .8664
d. P(z lower than y by .5 inches or more) = P(z < 67.5)
For £ = 67.5: z = (67.5—68)/.4 = —1.25
P(z <67.5) = P( < —1.25) = .5 — P(—1.25 < 2 < 0) = .5 — .3944 = .1056

7.58 Iz = 2250 hours, o = 150 hours, and n = 100
oz = 150/4/100 = 15.00 hours
We are to find P(p—25 < Z < u+ 25).
For z = p—25: z = (pp— 25— p)/15.00 = —1.67
For z = pu+25: z = (u+ 25— p)/15.00 = 1.67
Plp—25<z<p+25 =P(—1.67<z<1.67)=.4525+ .4525 = .9050

7.59 Iz = 3 inches, o = .1 inches, and n = 25
oz = .1/4/25 = .02 inches
For z =2.95: z =(2.95—3)/.02 = —2.50
For z = 3.05: z = (3.05 — 3)/.02 = 2.50
P(z < 2.95)+ P(Z > 3.05) = P(z < —2.50) + P(z > 2.50) = (.5 — .4938) + (.5 — .4938)
= .0062 + .0062 = .0124

7.60  p=640/1000 = .64 and p = 24/40 = .60

7.61  p=600/5000 = .12 and p = 18/120 = .15
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7.62

7.63

7.64

7.65

7.66

7.67

7.68

7.69

7.70

7.71

Number with characteristic in population = 18,700 x .30 = 5610
Number with characteristic in sample = 250 x .25 = 62.5 =~ 62 or 63

Number in population with characteristic = 9500 x .75 = 7125
Number in sample with characteristic = 400 x .78 = 312

a. The mean of pis: pp =p
b. The standard deviation of p is: o = /pg/n

c. The sampling distribution of p is approximately normal if np and nq are both greater than 5.
Sampling error = p —p = .66 — .71 = —.05
Sampling error = p —p = .33 — .29 = .04

The estimator of p is the sample proportion p.

The sample proportion p is an unbiased estimator of p, since the mean of p is equal to p.

The sample proportion p is a consistent estimator of p, since o} decreases as the sample size is
increased.

Op = \/pq/n, hence Op decreases as n increases.

p=.63,¢g=1—p=1—-.63=.37
a. n =100, pu =p=.63, and o5, = \/pg/n = /.63(.37)/100 = .048

- Hp =63
LBl 0 =.0483
JOC. 634, 3721887
. B422204 308

b. n =900, uy =p=.63, and 05 = \/pg/n = /.63(.37)/900 = .016

B3 y = 63
. B3 op = .0161
L0 a3, 37 368E )
H1ea334759

p=21,q=1-p=1-.21=.79
a. n =400, pup =p =21, and o, = \/pg/n = /.21(.79) /400 = .020
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7.72

7.73

7.74

7.75

7.76

.77

b. n =750, yy =p =21, and 05 = \/pg/n = /.21(.79)/750 = .015

N =4000,p=.12,andg=1—p=1—.12= 88
a. n/N = 800/4000 = .20 > .05

_ [pg [N—n _ [12(88) [4000—800
Up_\/n\/N—l_\/ 800 2000 —1 10

b. n/N =30/4000 = .0075 < .05, 05 = \/pg/n = /.12(.88)/30 = .059

N =1400,p= 47, andqg=1—p=1— 47 = .53
a. n/N =90/1400 = .064 > .05

pqg [N —n \/ 47(.53) [1400 — 90
R - = .051
P\ \/N 1 90 a00—1 %

b. n/N =50/1400 = .036 < .05, 0, = \/pq/n = /-47(.:53)/50 = .071

A sample is considered large enough to apply the central limit theorem if np and nq are both greater
than 5.

a. np=400(.28) = 112 and ng = 400(.72) = 288
Since np > 5 and ng > 5, the central limit theorem applies.

b. np=_80(.05) = 4; since np < 5, the central limit theorem does not apply.

c. np=60(.12) = 7.2 and ng = 60(.88) = 52.8
Since np > 5 and nqg > 5, the central limit theorem applies.

d. np=100(.035) = 3.5; since np < 5, the central limit theorem does not apply.
a. np=20(.45) =9 and ng = 20(.55) =11
Since np > 5 and ng > 5, the central limit theorem applies.

b. np="75(.22) = 16.5 and ng = 75(.78) = 58.5
Since np > 5 and ng > 5, the central limit theorem applies.

c. np=350(.01) = 3.5; since np < 5, the central limit theorem does not apply.

d. np=200(.022) = 4.4; since np < 5, the central limit theorem does not apply.

a. The proportion of these TV sets that are good is 4/6 = .667
b. Total number of samples of size 5 is: <§> =6

c & d. Let: G= good TV set and D = defective TV set

Let the six TV sets be denoted as: 1 =G, 2 =G,3=D,4=D,5=C_G, and 6 = G. The six
possible samples, their sample proportions, and the sampling errors are given in the table below.
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7.78

Sample TV sets D Sampling error
1,2,3,4,5 G,G,D, D, G 3/5 = .60 .60 — .667 = —.067
1,2,3,4,6 G,G,D, D, G 3/5 = .60 .60 — .667 = —.067
1,2,3,5,6 G,G, D, G, G 4/5 = .80 .80 — .667 =
1,2,4,5,6 G,G, D, G, G 4/5 = .80 .80 — .667 =
1,3,4,5,6 G,D,D,G,G 3/5=.60 .60 — .667 = —.067
2,3,4,5,6 G,D,D, G, G 3/5 = .60 .60 — .667 = —.067

Relative

P f Frequency

.60 4 4/6 = .667

.80 2 2/6 = .333

> f=6
P P(p)
.60 .667
.80 .333

a. Three of the five employees of this company are female. Hence, the proportion of employees
who are female is:

p=3/5=.60

b. The total number of samples of size 3 that can be selected is:

-

¢ & d. Let the five employees of the company be denoted as:

A = male, B = female, C' = female, D = male, and E = female

The following tables list all the possible samples of size 3, the sample proportions, the sampling
errors and the sampling distribution of the sample proportion.

Sample Employees P Sampling error
A B, C male, female, female 2/3 = .667 .667 — .60 = .067
A B,D male, female, male 1/3 =.333 333 — .60 = —.267
A B E male, female, female 2/3 = .667 .667 — .60 = .067
A, C D male, female, male 1/3 =.333 333 — .60 = —.267
A C E male, female, female 2/3 =.667  .667 — .60 = .067
A, D E male, male, female 1/3 =.333 .333 — .60 = —.267
B,C,D female, female, male 2/3 = .667 .667 — .60 = .067
B,C,E female, female, female 3/3=1.000 1.000 — .60 = .400
B, D, E female, male, female 2/3 = .667 .667 — .60 = .067
C,DE female, male, female 2/3 = .667 .667 — .60 = .067
Relative
P f Frequency
.333 3 3/10 = .30
.667 6 6/10 = .60
1.000 1 1/10 = .10
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7.79

7.80

7.81

7.82

7.83

7.84

7.85

7.86

b L)
333 30
667 60

1.000 10

n=300,p=66andg=1—p=1—.66=.34
1y =p = .66 and o = \/pg/n = /.66(.34)/300 = .027
np = 300(.66) = 198 and ng = 300(.34) = 102

Since np and nqg are both greater than 5, the sampling distribution of p is approximately normal.

n=250,p=.70,and¢g=1—-p=1—.70=.30
1y =p = .70 and o = \/pg/n = \/(.70)(.30)/250 = .029
np = 250(.70) = 175 and ng = 250(.30) = 75

Since np and ng are both greater than 5, the sampling distribution of p is approximately normal.

n=50,p=.20andg=1—p=1-.20= .80
1y =p = .20 and 0 = \/pg/n = /.20(.80)/50 = .057
np = 50(.20) = 10 and ng = 50(.80) = 40

Since np and ng are both greater than 5, the sampling distribution of p is approximately normal.

n=100,p=.12,and¢g=1—-p=1—.12= .88
pp =p =12 and 05 = \/pg/n = /.12(.88)/100 = .032
np = 100(.12) = 12 and ng = 100(.88) = 88

Since np and ng are both greater than 5, the sampling distribution of p is approximately normal.

P(p—2.00; <p < p+2.00;) = P(—2.00 < z < 2.00) = 4772 + .4772 = .9544

Thus, 95.44% of the sample proportions will be within 3 standard deviations of the population
proportion.

P(p—3.00, <p < p+3.00;) = P(—3.00 < z < 3.00) = .4987 + .4987 = .9974

Thus, 99.74% of the sample proportions will be within 3 standard deviations of the population
proportion.

n =100, p=.59, and g =1 — .59 = .41
op = \/pq/n = ,/.59(.41)/100 = .04918333

a. z=(p—p)/oy = (56 —.59)/.04918333 = —.61
b. z=(p—p)/o, = (.68 —.59)/.04918333 = 1.83
c. z=(p—p)/o, = (53— .59)/.04918333 = —1.22
d. z=(p—p)/oy = (.65 — .59)/.04918333 = 1.22

n="70,p=.25andg=1—-.25=.75
op = \/pg/n = +/.25(.75)/70 = .05175492
a. z=(p—p)/op=(.26—.25)/.05175492 = .19
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b. z=(p—p)/oy = (.32 —.25)/.05175492 = 1.35

(. 26—, ?o0- 0. 25k Parta z=.103
757

TH? Part b. z = 1.353
 1B32183566
(e dd— 23000 254
W TS HED
1.352528496

c. z=(p—p)oy=(17—.25)/.05175492 = —1.55
d. z=(p—p)/op = (.20 — .25)/.05175492 = —.97

(o ilv—, 25010, 2% Pate z=-15
T 5 Part d. z = —.966
1. 545746355
[L2B=, 25000, 25%
S TE)
=11 b S |

787 p=21,g=1—-p=1-.21=.79, and n = 400
op = \/pg/n = +/.21(.79) /400 = .02036541
a. For p=.15: z = (.15 —.21)/.02036541 = —2.95
For p = .25: z = (.25 — .21)/.02036541 = 1.96
P(15<p<.25) = P(—2.95<2<1.96) = P(—2.95< 2<0)+ P(0 < 2z < 1.96)
= .4984 + 4750 = .9734

cdf (. 15, , 2 Prob = 9736
T2 %, 73

AV IEIZALIS

1

ol
GE

a
1
2

Hm LS

b. For p=.20: z = (.20 — .21)/.02036541 = —.49
P(h< .20) = P(z < —49) = .5 — P(—49 < 2 < 0) = .5 — .1879 = .3121
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7.88

7.89

7.90

7.91

7.92

hormalcdf( -1@~99] Prob. =.3117
a IEE:' -21:-4-':-21*-

Y4l D

. La117A318a2d

p=.64,qg=1—p=1—.64 = .36, and n = 50
0p = /pq/n = /.64(.36)/50 = .06788225
a. Forp=.54:2= (54— .64)/.06788225 = —1.47
For p = .61: z = (.61 — .64)/.06788225 = —.44
Pbd<p<.6l)=P(—147<2<—-44)=P(-147<2<0)— P(—44<2<0)
= .4292 — 1700 = .2592

b. For p=.71: z = (.71 — .64)/.06788225 = 1.03
P(p>.7T1) = P(z>1.03) = .5 — P(0 < 2 < 1.03) = .5 — 3485 = .1515

p=.338,qg=1—.338 = .662, and n = 100

o5 = /pg/n = 1/-338(.662)/100 = .04730285

a. For p=.30: z = (.30 — .338)/.04730285 = —.80
For p = .35: z = (.35 — .338)/.04730285 = .25

P(30<p<.35)=P(—80<2<.25)=P(—80<2<0)+P(0<z<.25)
= .2881 + .0987 = .3868

b. For p=.32: z = (.32 — .338)/.04730285 = —.38
P(p>.32) = P(z> —.38) = P(—.38 < 2 < 0) + .5 = .1480 + .5 = .6480

p=.85,¢g=1—p=1-.85=.15, and n = 100

op = \/pg/n = +/.85(.15)/100 = .03570714

a. For p=.81: z=(.81—.85)/.03570714 = —1.12
For p = .88: z = (.88 — .85)/.03570714 = .84

P(8l<p<.88)=P(—1.12<2<.84)=P(-1.12<2<0)+ P(0 < z < .84)
= .3686 + .2995 = .6681

b. For p=.87:z= (.87 —.85)/.03570714 = .56
P(p < .87) = P(z < 56) = .5+ P(0 < z < .56) = .5 +.2123 = .7123

p=.06,g=1—p=1—-.06=.94, and n = 100

op = \/pg/n = +/.06(.94)/100 = .02374868

For p = .08: z = (.08 — .06)/.02374868 = .84
P(p>.08)=P(z>.84)=.5—-P(0< z<.84) =.5—.2995 = .2005

p=.80,¢q=1—-.80= .20, and n = 100
op = \/pg/n = +/.80(.20)/100 = .040
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a. The required probability is: P(.80 — .05 < p < .80+ .05) = P(.75 < p < .85)
For p = .75: z = (.75 — .80)/.040 = —1.25
For p = .85: z = (.85 —.80)/.040 = 1.25
P(75<p < .85) = P(~1.25 < 2 < 1.25) = P(—1.25 < 2 < 0) + P(0 < » < 1.25)
=.3944 + .3944 = .7888

hormalcdf (. 88—, @] Prob. =.7887
S, .28+, 05, .88, [
Bl ZAS1HEHAD D

L roa7ERSZ22]

b. We are to find the probability: P(p < p—.06) = P(p < .80 —.06) = P(p < .74)
For p= .74 : z = (.74 — .80)/.040 = —1.50
P(p<.74) = P(z < —1.50) = .5 — P(~1.50 < z < 0) = .5 — .4332 = .0668

hormalcdf( -1@~99] Prob. =.0668
I m EE_I EE? ] EE? '\-I-I: [
2l 2E-16806 )

 BEEEAT2ZEY

c. P(p=p+.07)=P(p=>.80+.07)=P(p=>.87)
For p = .87 : z = (.87 — .80)/.040 = 1.75
P(p> .87)=P(z>1.75) =5 — P(0 < z < 1.75) = .5 — .4599 = .0401

normalcdf (. 88+, | Prob. =.0401
Y1899, 84, J(. 8
B+, 268180

L B4BEE591 135

7.93  p =750 hours, o = 55 hours, and n = 25
pz = p = 750 hours and oz = o/+/n = 55/4/25 = 11 hours

The sampling distribution of Z is normal because the population is normally distributed.

7.94 1 =$438, 0 = $45, n =100, n/N = 100/2480 = .04 < .05
pz = pu = %438 and oz = /y/n = 45/+/100 = $4.50

The sampling distribution of Z is approximately normal because n > 30.
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7.95

7.96

7.97

@ = 750 hours, o = 55 hours, and n = 25
0z = 0/y/n =55//25 = 11 hours

a. For # =735 z = (735 — 750)/11 = —1.36
P(z > 735) = P(z > —1.36) = P(—1.36 < 2 < 0) + .5 = .4131 4 .5 = .9131

b. For Z = 725: z = (725 — 750)/11 = —2.27
For & = 740: z = (740 — 750)/11 = —.91
P(725 < T < 740) = P(—227 <2< —91) = P(-227T< 2<0)— P(—91 < 2<0)
= .4884 — .3186 = .1698

c.  P(z within 15 hours of u) = P(735 < Z < 765)

For 7 = 735: z = (735 — 750)/11 = —1.36

For & = 765: z = (765 — 750)/11 = 1.36

P(735 < 7 < T65) = P(—1.36 < = < 1.36) = .4131 + .4131 = .8262
d. P(Z lower than p by 20 hours or more) = P(z < 730)

For = 730: z = (730 — 750)/11 = —1.82
P(z<730)=P(z< —1.82) = .5 — P(—1.82 < z < 0) = .5 — .4656 = .0344

= $438, 0 = $45, and n = 100; 05 = o/y/n = 45/1/100 = $4.50

a. For Z =433: z = (433 — 438)/4.50 = —1.11
P(z <433) = P(z < —1.11) = 5 — P(—~1.11 < 2 < 0) = .5 — .3665 = .1335
b. For & = 435: z = (435 — 438)/4.50 = —67
For & = 440: z = (440 — 438)/4.50 = .44
P(435 < T < 440) = P(—.67 < 2 < .44) = P(—.67T < 2 < 0) + P(0 < 2 < .44)
= .2486 + .1700 = .4186

c. P(% within $7 of ) = P(u—7< 7 < p+7) = P(431 < & < 445)
For & = 431: z = (431 — 438)/4.50 = —1.56
For & = 445: z = (445 — 438)/4.50 = 1.56
P(431 < 7 < 445) = P(—1.56 < z < 1.56) = P(—1.56 < z < 0) + P(0 < z < 1.56)
= .4406 + .4406 = .8812
d. P(Z greater than u by $2.50 or more) = P(Z > p + 2.50) = P(Z > 440.50)

For # = 440.50: z = (440.50 — 438) /4.50 = .56
P(z > 440.50) = P(z > .56) = .5 — P(0 < z < .56) = .5 — .2123 = .2877

@ = 10 hours, 0 = 2.1 hours, and n = 80
oz = o /y/n=2.1//80 = .23478714 hours

a. For z =10.45: z = (10.45 — 10)/.23478714 = 1.92
P(% > 10.45) = P(z > 1.92) = 5 — P(0 < z < 1.92) = .5 — 4726 = .0274

lodfila. 45, Prob. = .0276
218, 2.1-TC8

- BZ27VE42425E

QS
@39
2

H T3
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b. For z =9.75: z = (9.75 — 10)/.23478714 = —1.06
For & = 10.5: z = (10.50 — 10)/.23478714 = 2.13

P(9.75 <z < 10.50) = P(—1.06 < z < 2.13) = P(—1.06 < 2 < 0) + P(0 < z < 2.13)
= .3554 + .4834 = .8388

hormalcdf (9. 75, 1] Prob =839
?E‘SEI 18.2.1-7{2AH
. . 35393127 1354

c. P(pu—25<z<p+.25)=P9.75 < z < 10.25)
For Z = 9.75: z = (9.75 — 10)/.23478714 = —1.06
For Z = 10.25: z = (10.25 — 10)/.23478714 = 1.06
P(9.75 < 7 <10.25) = P(—=1.06 < z < 1.06) = P(—1.06 < z < 0) + P(0 < z < 1.06)
— 3554+ .3554 = .7108

hormalcdf (18-, 25] Prob. =.7130
18+, 25,18, 2. 17
(3
. B A I s B T B
d. P(z <p—.50) = P(z < 9.50)
For 7 = 9 50: z = (9.50 — 10)/.23478714 = —2.13

P(z <9.50) = P(z < —2.13) = .5 — P(—2.13 < 2 < 0) = .5 — .4834 = .0166
hormalcdf ( -1@~33]  Prob. = .0166

»18—-.50, 168, 2.1~

(3

. BlEeAZ27E3

7.98 = 64 ounces, ¢ = .4 ounces, and n = 16

oz =0/yn=.4/y16 = .10

For = 63.75: z = (63.75 — 64)/.10 = —2.50

For 7 = 64.25: z = (64.25 — 64)/.10 = 2.50

P(Z < 63.75) + P(Z > 64.25) = P(z < —2.50) + P(z > 2.50) =
=.0062 +.0062 = .0124

(.5 — .4938) + (.5 — .4938)



214

Chapter Seven

7.99

7.100

7.101

7.102

p—.10,¢g=1-.10=.90, and n = 80
py =p = .10 and o = \/pg/n = /.10(.90)/80 = .034
np = 80(.10) = 8 and ng = 80(.90) = 72

Since np and ng are both greater than 5, the sampling distribution of p is approximately normal.

p=.70,¢q=1-.70 = .30, and n = 400
1y =p = .70 and o = \/pg/n = /.70(.30)/400 = .023
np = 400(.70) = 280 and ng = 400(.30) = 120

Since np and nq are both greater than 5, the sampling distribution of p is approximately normal.

p=.70,qg=1—p=1-.70, and n = 400
op = \/pg/n = +/.70(.30)/400 = .02291288
a. 1. For p=.65: z = (.65—.70)/.02291288 = —2.18

P(p<.65) =Pz < —218) = P(—2.18 < 2 <0) = .5 — .4854 = .0146

ii. Forp=.73: z= (.73 —.70)/.02291288 = 1.31
For p = .76: z = (.76 — .70)/.02291288 = 2.62
P(73<p<.76) =P(1.31 <2<262)=P(0<2<262)—P(0<2z<1.31)
= .4956 — .4049 = .0907

b. P(p—.06<p<p+.06)=P(.70 —.06 <p < .70 +.06) = P(.64 < p < .76)
For p = .64: z = (.64 — .70)/.02291288 = —2.62
For p = .76: z = (.76 — .70)/.02291288 = 2.62
P(64<p<.76) = P(—2.62 < z < 2.62) = .4956 + .4956 = .9912

c. P(p=p+.05)=P(p=.70+.05)=P(p=.75)
For p = .75: z = (.75 — .70)/.02291288 = 2.18
P(p>.75) = P(2 >2.18) = .5 — P(0 < 2 < 2.18) = .5 — .4854 = .0146

p=.58,¢q=1—.58 = .42 and n =100
op = \/pg/n = +/.58(.42)/100 = .04935585

a. P(p is within .08 of p) = P(.50 < p < .66)
For p— .50: = — (.50 — .58)/.04935585 — —1.62
For p — .66: = — (.66 — .58),/.04935585 — 1.62
P(.50 < p < .66) = P(—1.62 < » < 1.62) = .4474 + .4474 = 8948

b. P(p is not within .08 of p) = 1 — P(p is within .08 of p) = 1 — .8948 (from part a) = .1052

nhaormalcdfi.SE—. 4 Part a. Prob. = .895
2. .98+, 82, .52, [C] Partb Prob. =1—.895=".105
gk, 42 o1TEE D D

" Bo4aSTAEZST
1-An=
L 1ASE42974 7

c. P(p is lower than p by .10 or more) = P(p < .48)
For p = .48: z = (.48 — .58)/.04935585 = —2.03
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7.103

7.104

7.105

P(p < .48) = P(z < —2.03) = .5 — P(—2.03 < 2 < 0) = .5 — .4788 = .0212

normalcdf( -18~99] Prob. =.0214
:'ISE_I E:‘ ISE:"\‘I-I:I
ek, 421000

HZ1 37 7VEE4

d. P(p is greater than p by .09 or more) = P(p > .67)
For p = .67: z = (.67 — .58)/.04935585 = 1.82
P(Hp> 67)=P(2>182)=.5—-P(0< z<1.82) =.5—.4656 = .0344

normalodf (. 58+, @]  Prob. =.0341
9,199, 52, J(.5
S 42180870 0

HA341143945

o = $65,000 and n = 100

o 65,000
O‘i = —— =

Vi /100
The required probability is: P(x — 10,000 < z < p + 10,000)

For = p — 10,000: z = [(x — 10,000) — ] /6500 = —1.54
For & = pu + 10,000: z = [(41+ 10,000) — 4] /6500 = 1.54
P(j— 10,000 < & < po+10,000) = P(—1.54 < 2 < 1.54) = .4382 + .4382 = .8764

= $6,500

Given P(x > 90) = .15 and P(x < 65) = .30

The corresponding z values are approximately z = 1.04 and z = —.52 respectively.
First we use * = pu + zo to find o.

We have 90 = 4 1.040 and 65 = u — .520

Subtracting, gives 25 = 1.560, so o = 16.0256

Since 65 = pu — .520, we have 65 = u — 52(16.0256) so u = 65 + .52(16.0256) ~ 73.33.

Ww=c,0=.8 ppm
We want P(p— .5 <z <p+.5) =.95
1.960;z = .5 or 0z = .255
o o? (.8)?
= son> —— =L _—984
i 0 S ) T (255)2

Ten measurements are necessary.
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7.106 a. p=.6,np=25-(.6) =15, ng=25-(.4) = 10, so we can use the normal approximation to the
binomial distribution.

p=np=15,0 = \/npq = \/25(.6)(.4) = 2.44948974
_125-15
© 7 5.14948974
P(z >12.5) = P(z > —1.02) = .8461

=—1.02

b. P(z> —1.65) = .9505

p—p p—p 5—.6
- )= =2 0606
T, T T T T

[pq Pq 6(.4)
%=\ hence n = (o)) = (0606)2 =65.34

The reporter should take a sample of 66 voters or more.

7.107 a. p=.53, n =200, and we assume that % < .05

q .53(.47)
R o — 03529164
op . 200 0352916

The shape of the sampling distribution is approximately normal.
_p—-p .50-.53
oy .03529164
P(p > .50) = P(z > —.85) = .5 4 .3023 = .8023

b. P(z > —1.65) = .9505
:ﬁ—p S00213—172.5—.53
Op ’ P z —1.65

pq pq (.53)(.47)
5=14/—,h = = = .
op ”nf ence n (0,)? (01818182)2 753.53

The sample should include at least 754 voters.

z —.85

= .01818182

z

7.108 =290 feet, 0 = 10 feet, and n = 3
0z = 0 /y/n=10//3 = 5.77350269 feet
P(total length of three throws exceeds 885) = P(mean length of three throws exceeds 885/3)
= P(z > 295)
For z = 295: z = (295 — 290)/5.77350269 = .87
P(Z>295)=P(z> .87) =.5— P(0< 2 < .87) = .5 — .3078 = .1922

7.109 p = 160 pounds, o = 25 pounds, n = 35
0z = a/y/n=25//35 = 4.22577127
Since n > 30, T is approximately normally distributed.
P(sum of 35 weights exceeds 6000 pounds) = P(mean weight exceeds 6000/35) = P(Z > 171.43)
For £ = 171.43: z = (171.43 — 160)/4.22577127 = 2.70
P(z > 171.43) = P(z > 2.70) = .5 — P(0 < z < 2.70) = .5 — .4965 = .0035
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Self-Review Test for Chapter Seven

1.

7.

13.

14.

15.

16.

17.

b 2. b 3. a 4. a 5. b 6. b

c 8. a 9. a 10. a 11. ¢ 12. a

According to the central limit theorem, for a large sample size, the sampling distribution of the sample
mean is approximately normal irrespective of the shape of the population distribution. The mean and
standard deviation of the sampling distribution of the sample mean are:

pz = pand oz = o/\/n

The sample size is usually considered to be large if n > 30.

From the same theorem, the sampling distribution of p is approximately normal for large samples. In
the case of proportion, the sample is large if np > 5 and ng > 5.

@ = 145 pounds and o = 18 pounds
a. pz = p = 145 pounds and o; = o/y/n = 18/1/25 = 3.60 pounds

b. pz = p =145 pounds and o; = o/y/n = 18/4/100 = 1.80 pounds
In both cases the sampling distribution of T is approximately normal because the population has
an approximate normal distribution.

@ = 47 minutes and o = 8.4 minutes

a. gz = p = 47 minutes and oz = o/y/n = 8.4/4/20 = 1.878 minutes
Since the population has an unknown distribution and n < 30, we can draw no conclusion about
the shape of the sampling distribution of z.

b. pz = p =47 minutes and o; = 0/y/n = 8.4/+/70 = 1.004 minutes
Since n > 30, the sampling distribution of T is approximately normal.

@ = 694 minutes, 0 = 140 minutes, and n = 60
0z = 0/y/n = 140/1/60 = 18.07392228 minutes
a. For Z = 660: z = (660 — 694)/18.07392228 = —1.88

For & = 680: z = (680 — 694)/18.07392228 = —.77

P(660 < z < 680) = P(—1.88 < 2 < —.77) = P(—1.88 < 2 < 0) — P(—.77 < 2 < 0)

= 4699 — .2794 = .1905

b. For # = 730: z = (730 — 694)/18.07392228 = 1.99

P(x >730) = P(>1.99) =5— P(0 < 2 < 1.99)— = .5 — .4767 = .0233
c. For z =715 z = (715 —694)/18.07392228 = —1.16

P(z < 715) = P(2 < 1.16) =5+ P(0 < 2z < 1.16)— = .5 + .3770 = .8770
d. For z = 675: z = (675 — 694)/18.07392228 = —1.05

For & = 725: z = (725 — 694)/18.07392228 = 1.72

P675 <z <725) =P(-1.05<2<1.72)=P(-1.056 <2< 0)+ P(0 < 2 < 1.72)
= .3531 + .4573 = .8104

@ = 16 ounces, o = .18 ounces, and n = 16

0z =0 /y/n=.18//16 = .045
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18.

19.

p:

i. For # =15.90: z = (15.90 — 16)/.045 = —2.22
For & = 15.95: z = (15.95 — 16)/.045 = —1.11
P(15.90 < T < 15.95) = P(—2.22 < 2 < —1.11) = P(-2.22 < 2 < 0) — P(-1.11 < 2 < 0)
= .4868 — .3665 = .1203
ii. For z =15.95: z = (15.95 — 16)/.045 = —1.11
P(z <15.95) = P(z < —1.11) = 5 — P(—-1.11 < 2 < 0) = .5 — .3665 = .1335
iii. For z =15.97: z = (15.97 — 16)/.045 = —.67
P(z >15.97) = P(z > —.67) = P(—.67 <2 <0)+.5=.2486+ .5 = .7486
P(16 —.10 < 7 < 16 +.10) = P(15.90 < & < 16.10)
For # = 15.90: z = (15.90 — 16)/.045 = —2.22
For # = 16.10: z = (16.10 — 16)/.045 = 2.22
P(15.90 < Z < 16.10) = P(—2.22 < 2 < 2.22) = .4868 4 .4868 = .9736

P(z < 16 — .135) = P(z < 15.865)
For # = 15.865: z = (15.865 — 16)/.045 = —3.00
P(z < 15.865) = P(z < —3.00) = .5 — P(—3.00 < z < 0) = .5 — .4987 = .0013

.08 and g =1—-.08 =.92

n =50, uy = p = .08, and o, = \/pg/n = /.08(.92)/50 = .038

np = 50(.08) =4

Since np < 5, the central limit theorem does not apply and we can draw no conclusion about the
shape of the sampling distribution of p.

n = 200, u; = p = .08, and 0, = \/pg/n = /.08(.92)/200 = .019

np = 200(.08) = 16 and ng = 200(.92) = 184

Since np and ng are both greater than 5, the sampling distribution of p is approximately normal.
n = 1800, pp = p = .08, and 0 = \/pg/n = 1/.08(.92) /1800 = .006

np = 1800(.08) = 144 and ng = 1800(.92) = 1656

Since np and nqg are both greater than 5, the sampling distribution of p is approximately normal.

.70, g =1—-.70 = .30, and n = 400

op = \/pq/n = \/.70(.30)/400 =.02291288

a.

i. For p=.73: z = (.73 —.70)/.02291288 = 1.31
P(Hp>.73)=P(z>131)=.5-P(0< 2z<131)=.5—.4049 = .0951
ii. For p = .66: z = (.66 —.70)/.02291288 = —1.75
For p = .74: z = (.74 — .70)/.02291288 = 1.75
P(.66 <p<.T4) = P(—1.75 <2< 1.75) = P(-1.75 < 2 < 0) + P(0 < z < 1.75)
= .4599 + .4599 = .9198

iii. For p=.73: z = (.73 — .70)/.02291288 = 1.31
P(hp<.73)=P(z<131) = 5+ P(0 < z < 1.31) = .5+ .4049 = .9049
iv. For p = .65: z = (.65 — .70)/.02291288 = —2.18
For p = .68: z = (.68 — .70)/.02291288 = — .87
P(65<p<.68) =P(—218 <z < —87) = P(—2.18 < 2 < 0) — P(—.87 < 2 < 0)
= 4854 — 3078 = .1776

P70 — .05 < p < .70+ .05) = P(.65 < p < .75)
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For p = .65: z = (.65 — .70)/.02291288 = —2.18

For p = .75: z = (.75 — .70)/.02291288 = 2.18

P(65<p<.75) = P(—2.18 < 2 < 2.18) = P(~2.18 < 2 < 0) + P(0 < z < 2.18)
= 4854 + 4854 = .9708

c. P(p<.70—.04) = P(p < .66)
For p = .66: z = (.66 — .70)/.02291288 = —1.75
P(p< .66) = P(z < —1.75) = .5 — P(—1.75 < 2 < 0) = .5 — .4599 = .0401

d. P(p>.70+.03) = P(p > .73)
For p=.73: z = (.73 — .70)/.02291288 =1.31
P(p>.73)=P(2>1.31) =.5— P(0 < z < 1.31) = .5 — .4049 = .0951



