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In cluster analysis, the group membership of the individual observations is
determined such that:

1.| The various groups are as heterogeneous as possible and the observations
within a group are as homogeneous as possible

2. The various groups are as homogeneous as possible and the observations
within a group are as homogeneous as possible

3. The various groups are as homogeneous as possible and the observations
within a group are as heterogeneous as possible



In hierarchical cluster analysis, the agglomerative methods:

1. Start treating the entire sample as a cluster

2. Start treating each statistical units as a cluster

3. Stop the process treating each statistical units as a cluster

In hierarchical cluster analysis the distance is a key information, and it’s

computed for:

1. Numeric variables

2. Categorical variables

3. Both



We may represent the hierarchical cluster analysis using a dendogram.
Considering the following dendogram, at distance level of 70, how many

clusters we individuate?
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Considering the Minkowski distance:

1/m
ke m
md{'u = [Ej=1|xfj - xujl ]

when m=2 we obtain the:

1. Chebicev distance
2. Manhattan distance
3. Euclidean distance

Euclidean distance: ,d;, = |lx; — x|l = [Ef:l(xu = xuj)zl

1/2




In hierarchical cluster analysis, the single linkage method is based on:

1. The minimum distance between two clusters

2. The maximum distance between two clusters

3. The average distance between two clusters



Among the non-hierarchical cluster, the K-means method is the

most popular. It is based on:

1. The centroids calculation

2. The density calculation

3. Both



The non hierarchical cluster partitioning method (i.e. k-means):

1. Begins with an initial indication of variables choice

2. Begins with an initial definition of hierarchical structure

3. Begins with an initial solution in terms of number of clusters

Example using R:
CAanalysis=kmeans(standardized data matrix, number of clusters)




Which of the following sentences is true?
1. the k-means partitioning technique doesn’t allow objects to
change group membership through the cluster formation

process

2. the k-means partitioning technique allows objects to change

group membership through the cluster formation process

3. The hierarchical cluster technique allows objects to change

group membership through the cluster formation process
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The product between a row vector and a column
vector is:

1. a matrix
[2. ascalar
3. adiagonal matrix

A-B =C
(mh} (mxh)

Thus the product between a row vector and a column vector is a
scalar; the product between a column vector and a row vector is a
matrix:

a-b=c b-a=C

Ixn nxl 1x1 nxl 1xn X




Given two vectors @ and b, such that :

a=(2 4) b=||
LAy
The product between a x b is:
1. 10
2. 42
3. 18
5

I




o s &)

Given the matrix A=
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9
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the transpose matrix A’ is:

VR

4 9 1

The transpose of the matrix A=(a;) is the matrix A’ =(a;) whose rows

commespond to the columns of A:

) 2 23
2. Al=[5 8 6 (3 6 4) (4 23}
1 s A=(2 8 9 A'=|6 8 5|
TR Wy 4 9 1)

2 5 1

3. AA=(2 8 9

3 6 4



2 5
Giventhe matrix A=l 7 5 8
3 J 3

the trace of A = tr(A) is:
1. 50

2. 12

3 . 1 5 The trace of A=(a;) is the sum of the elements in the main diagonal of A:

tr(A)=E a,

rilA)=2+5+5=12

Main diagonal




Given two matrix A and B, such that:

z 2 2 3
A=l B -
(1 6] 7 3

The det(A*B) is:
1. 20
2. 38

3. -261

det(A)=2-6-3-1=9  det(B)=2-3-5-7=-29
det(A)-det(B) =9-(-29) = —261




A normal continuous distribution is characterized by:

1. abell shape

2. adifference between median and mean

3. arandom variable which has a finite theoretical
range

A continuous random distribution:

= Bell Shaped
= Symmetrical

= Mean, Median and Mode f(X)
are Equal

Location (central tendency) is
determined by the mean, [

Spread is determined by the
standard deviation, o H

|
Hgien

The random variable has an
infinite theoretical range:
+w {0 —w




Simple linear regression analysis is used to:

1. |Explain the impact on the dependent variable of changes in
independent (explanatory) variable X

2. Explain the independent variable using a dependent variable

3. Explain the independent variable using 2 or more
dependents variables

Y (dependent variable) < X (independent variable)

One dependent variable explained by one independent variable
We try to explain the impact on Y caused by changes in X




Considering the Simple Linear Regression analysis, the least
squares method identifies the regression coefficients by finding
the values that:

1. Minimize the difference between Y and X

2. Minimize the sum of the squared differences between Y andY

3. Maximize the sum of the squared difference between Y andY

min > (Y, -Y,)> =min ¥ (Y, - (b, +b,X;))




Considering the Simple Linear Regression analysis:

1. bois the estimated mean value of Y when X is O
2. bois the estimated mean value of Y when X is 1
3. bois the estimated change in Y when X changes by 1

unit

bo= \_( - baxs




Considering the following output

¥ 00X (torta)

macrimana vendits
settimana 1.00000000
vendica 0.03360076 1,00000000
Prezzo =0.10014845 =0,10208557
pukb 0.19279946 0.19514066

pIezzo non.surge -0.33221130
PIRZZ0 panna -0.234537492
vendica.panna 0.0538454¢
glorni.di.festa 0.09359796 -0.33030785

-0.3e3a021335

$394

0.80734583

we can say that:

prezzo

1.000000000

-0.001526334 1.000000000

-0.1136607d
D.054920938¢8

pubb

0.052860721

-0.050582798

-0.11117221% -0.03364534¢

-0,215219045

0.025079631

[® non.surge

100000000
-0.0141e071
-0.30566582

0.32507725

pr _panna vendica.panna giorni.di.festa
1.00000000

-0,086TE635 1.00000000

-0.07T861741 -0.12425313 1.00000000

1. The correlation between “pubb” and “vendita” is negative

2.

The correlation between “prezzo _panna” and “vendita” is negative

3.

The correlation between “pubb” and “pubb” doesn’t exist



Among the following, which is| not|an assumptions of linear regression model ?

1. Linearity assumption (between y and x)
2. Independence assumption

3. Discrete distribution assumption

Assumptions of the model:

= Linearity

= The relationship between X and Y is linear
Independence of Errors

« Error values are statistically independent
Normality of Error

« Errorvalues are normally distributed for any given
value of X

Equal Variance (also called homoscedasticity)

=« The probability distribution of the errors has constant
variance




Considering the following output,

Analysis of Variance Table

Response: y

Df Sum Sq Mean Sq F wvalue Pr (>F)
X 1l 105.748 105.748 113.23 1.823e-07 **x
Residuals 12 11.207 0.934

Signif. codes: 0 '***’ 0,001 ‘“**' 0.01 ‘*' 0.05 ‘.’

the coefficient of determination is: . - _

= [he coefficient of determination is the portion
1. 0.934 of the total variation in the dependent variable
2. 0.105 that is explained by variation in the

independent variable
3. 0.904

= | he coefficient of determination is also called
r-squared and is denoted as r?

5 SSR  regression sum of squares
1 =

SST fofal sum of squares

note: | PSS

in our example: 105.748/(105.748+11.207)




Considering the following output,

Residuals:
Min 10 Median 3Q

Max

-1.87406 -0.74834 0.08121 0.86255 1.15032

Coefficients:

Estimate Std. Error t value
(Intercept) 0.9645 0.5262 1.833
X 1.6699 0.1569 10.641

Signif. codes: (O ‘x»xf Q_001 ‘=2’ (.01

The estimated linear regression model is:

1. Y=0.5262-0.1569*X
2. Y=1.6699 +0.9645*X
3. Y=0.9645+1.6699*X

Pr(>it])
0.0917 .
1.82e-07 *x2

‘&7 0,05 ‘.’ 0.1

v

r

1



Considering the following output,

Residuals:

Min 1Q Median 30 Max
-1.87406 -0.74834 0.08121 0.86255 1.15032

Coefficients:

Estimate Std. Error t wvalue Pr(>|t])
({Intercept) 0.9645 0.5262 1.833 0.0917
® 1.6699 0.1569 10.641 1.82e-07

Signif. codes: 0 *‘***f Q,001 ‘**f 0.01 *** 0.05

Residual standard error: 0.9664 on 12 degrees of

The T-statistic value is:

1. 10.641
2. 1.6699
3. 1.833

LA

‘W1 0.1

freedom

\

r

1



Considering the following output,

Eeaiduals:
Min 10 Median

=4.1751 =0.4982 0.1616

Loefficientcs:

30

el

I;Ir;-'-r

Eacimace Scd. ELror

(Incercept) 0.12803
LIKE ARCHMA 0.42853
LIEE_EHEET . 19714

LIKE TASTE 0.

=4836&

Reaidual scandard eZror:
0.591%,
184.7 on 3 and 382 DOF,

Multiple E-sgquared:
F=acatistcic:

The performed analysis concerns:

1. Simple linear regression

2. Multiple linear regression

3. Hierarchical Cluster

0.17372
0.05601
0.03441
0.05490%

T value
0.737
T.652
J.623
4.55]1

Fr{>ixl)

0. 000331 **®
1.63e=13 nus
0. 000331 wue
5,90e-0p ves

1.042 on 382 degrees of freedom

Adjuasted E-sguared:
p-value: <

0.5887
: |:E_l£-



Considering the following output,

Eesiduals:
Hin 10 Msdian 30 e
=4.175]1 =-0.4982 ©O.l1&1l6 0.6278 2Z2.3758

Loefficiencs:
Eacimace Scd. Error © valus Pri>|=l)

(Intercept) 0.12803 0.17372 0.737 0.000331 wun
LIKE AROMA  0.42853 0.05601 T.652 1.63e=13 nurn
LIRE SWEEL U.1%714 0. 0441 J3.623 0.000331 *==
LIKE _TASTE 0:294836 0. 05409 §.559)1 5.99e-0p #u=

Residual standard SEEor: l1.042 on 382 degrees of freedom
Multiple E-aguared: 0.5%1%, Adjuasted E-sguared: ©O.5887
F=acaciscic: 184.7 on 3 and 382 DF, p-valus: < 2.2e=1&

which percentage of Y variability is explained by the model?
1. Around 10%

2. Around 59%

3. Around 62%



Considering the following output,

Eesiduals:

Hin 10 Msdian 30 M3
=4 1T7T5]1 -0.4982 O.l&l& h.B2T7T8 Z2.3758
Comsfficiantcs:

Escimace Scd. FEFOEF ¢ waluse Pri=ITl)

(Intercept) D 12803 0.17372 0.737 0.000331
LIKE AROMA 0. 42853 0. 05601 T.652 1.E63g=]13 s
LIKE SWEEL 0. 19714 0. 05441 d.623 0.000331
LIKE TASTE 0.2483& 0. 05405 4.55] 5.90&-Qg e
RBesidaal scandard &rror: 042 ofn 382 degress of fresdom

Multiple E-sgquared:
F=acatiacic: 184.7

0. EG1S

=

on J and 38= DE,

Adjuated E-aguared:

0.5887
p-value: < Z.Ze=1€

we reject the null hypothesis that all the regression coefficients are equal to
zero: thus, we can say that there are sufficient evidence about the predictive
capability of our model...at which level of confidence level?

1. 90%
2. 95%

3. 99.9%




Lab using R



Profiling countries
by their food consumption

GEMS/Food Consumption Cluster Diets

&= o

Letter codes for food consumption

chusler diets
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Research questions:

Can we profile countries categories observing
their food consumption? What results we may
achieve?

Database:
eating

Method:
Cluster Analysis

Please, perform the analysis and write-up a
small dissertation on the topic and results



Example

in a word document set up all the following sections

Title

Contents

Introduction (contextualizing the issue)

The dataset

The research questions and the variables of interest
The statistical method applied

Discussion of the main results and comments

Final conclusions

Appendix = script and commands’ description
References




