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Procedure for the computation of a composite indicator (CI)

In the presence of a multivariate dataset with k>1 informative variables
X1, X2, …, Xk , we could be interested in summarize the information
provided by these variables

Goal: quantify a complex phenomenon which cannot be directly
measured (latent variable) by assuming that it can be broken down into
k measurable components or dimensions or items

Example 1: composite index to quantify the student performance 
according to the examination marks, about 5 courses (Mechanics, 
Vectors, Algebra, Analysis, Statistics), for each of 88 students 

Example 2: composite index to quantify the satisfaction of 386 wine 
drinkers toward Passito wine, according to how much they like Passito 
itself, aroma and smell, sweetness, alcohol content, intensity of taste 
and according to how much they can pay for one bottle of Passito
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Procedure for the computation of a composite indicator (CI)

The procedure for computing a CI consists in two steps:

a) Transformation of the k informative variables to allow
comparability: Tj(Xj), j=1,2,…,k

b) Aggregation (synthesis) with a suitable function

Ψ[T1(X1),…, Tk(Xk);w1,…,wk ]

with w1,…,wk suitable weights which represent the
degrees of importance of the k informative variables
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Procedure for the computation of a composite indicator (CI)

Typical methods for detecting latent variables: Principal
Component Analysis (PCA) and Factor Analysis (FA)

In the case of PCA e FA the number q of latent variables
(components or factors) can be greater than one, instead in the
case of CI we are dealing with only one latent variable

With PCA and FA we use:

a) Variable transformation: standardization

b) Aggregation: linear combination of the k informative variables
(additive method) according to the correlations or maximum
likelihood methods

Step (b) assumes that the dependence between the informative
variables can be represented only by the correlations or assumes
that the informative variables follow a specific multivariate
distribution
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Procedure for the computation of a composite indicator (CI)

The starting point of a procedure for computing a CI is the
dataset, that is the n× k matrix of raw data, with n=number of
units and k=number of variables

Variables

Units

X
1

… X
v

… X
k

1 x
11

… x
1v

… x
1k

… … … … … …

u x
u1

… x
uv

… x
uk

… … … … … …

n x
n1

… x
nv

… x
nk

After variable transformations we have new data: zuv = Tv(xuv)
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Variable transformations
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Variable transformations

9S. Bonnini, V. Mini - SMEB. Composite Indicators



Variable transformations
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Variable transformations
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Variable transformations
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Aggregation
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Aggregation
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Aggregation
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Aggregation
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Final remarks

…on the combining functions:

1. TIPPETT: it rewards the units which excell in one aspect (respect
to one variable) even if very poor in all the others

2. LIPTAK: it rewards the units with excellent results respect to
several aspects but it penalizes the units with poor results respect
to some aspects

3. FISHER: it rewards the units with excellent results respect to one
or few aspects and does not eccessively penalize the units with
poor results respect to some aspects

4. Combining functions can be used to combine significance levels
and p-values in the case of multiple or multivariate tests
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Final remarks
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Final remarks
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• Compute a composite indicator to quantify the satisfaction
of 386 wine drinkers toward Passito wine, according to how
much they like Passito itself (LIKE_PAS), aroma and smell
(LIKE_AROMA), sweetness (LIKE_SWEET), alcohol content
(LIKE_ALCOHOL) and intensity of taste (LIKE_TASTE)

R exercises

Problem 1 - Passito
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• Compute a composite index of satisfaction of 29 customers
according to their satisfaction for the 5 evaluated partial
aspects of the shopping center in the customer satisfaction
survey

R exercises

Problem 2 - Mall
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• Compute a composite indicator to quantify the global
evaluation of the three university courses by the 20
interviewed students

R exercises

Problem 3 - Students
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